Evaluating the Risk of AI Systems to Human Rights from a Tier-based Approach

I. Evaluating AI risks to human rights begins with assessing the rights.

The European Commission acknowledged in its White Paper on Artificial Intelligence that “The main risks related to the use of AI concern the application of rules designed to protect fundamental rights.”[1] And yet, it intends to regulate AI from a risk-based approach that would focus on operational risks and those related to external factors. In line with other civil society organizations,[2] ECNL urges the Commission to consider risks within a rights-based framework, i.e. as risks to human rights, rule of law and democracy.

Making this distinction is necessary, as multiple actors conceive risks from different perspectives. As the European Union Agency for Fundamental Rights (FRA) cautioned, “When asked about general risks when using AI, the interviewees did not always mention fundamental rights as the main risks, although some highlighted related topics.”[3] In their analysis, risk perceptions ranged from inaccuracy as a risk of using AI, to potential bias and business risks. The OECD, for example, considers risks to human rights and well-being, as well as risks to critical sectors or functions.[4] For these reasons, and because people's fundamental rights must be prioritized over other interests, all AI regulation must be based on a human rights framework.

As expressed previously,[5] it is alarming that the European Commission plans to limit robust oversight and safeguards to AI systems determined as “high risk” only. This would lead to a legal vacuum for all other AI systems, and unduly put the burden of proof on the person subjected to the AI system, as opposed to those developing or deploying it. This would also create an uneven playing field and incentivize classifying AI systems as low risk to avoid further regulation. There are compelling arguments that a thorough, inclusive and transparent human rights impact assessment (HRIA) must be the starting point for all subsequent regulatory actions of any AI system, which is in line with the EU’s proclaimed approach.

To ensure public interest, the HRIA should be conducted within a clear governance framework and oversight by a regulatory agency or independent expert, as opposed to the developers of the AI system themselves. Importantly, the ex-ante HRIA should be based on input from affected communities and stakeholder groups, including civil society. This should begin – and where necessary end – with the questions: is the technology effective for [x] purpose and is there no other less intrusive way to achieve the same result? Is such a purpose even legitimate?

The HRIA should be made available and accessible, as recommended by the Council of Europe[6] (CAHAI para. 118). Public registers should be established for AI systems being deployed in the public sector. The results of the HRIA should then guide future regulatory action, not the risk classification. Of note, any risk measurement should follow the precautionary principle: where it is difficult or impossible to determine a metric due to
uncertainty, the risk should be determined as higher rather than lower. What’s more, when the consequences are unacceptable because they are inherently incompatible with human rights, the precautionary principle would support a ban or moratorium.[7]

II. A risk approach is only appropriate for AI systems that should not otherwise be banned.

Based on the existing research, discussions and regulatory attempts, ECNL recommends three regulatory actions following the HRIA:

a. Regulation prior to deployment. To prevent adverse impacts on human rights, all AI systems that do not fall into the ban or moratorium categories are subject to further appropriate levels of regulation prior to deployment, including mandatory tier-based risks assessments and human rights due diligence.

b. Moratorium. AI systems that have severe impacts on actual and potential human rights should be temporarily banned. At the end of the moratorium period, a new HRIA should be conducted, and further actions re-evaluated. In order for the moratorium to be legitimate, a ban must be a genuine potential outcome of the second HRIA, if not the default one.

c. Ban. AI systems that are inherently incompatible with fundamental rights, rule of law, and democracy should be permanently banned. This includes facial recognition and remote biometric recognition systems whose indiscriminate or arbitrarily targeted use can lead to unlawful mass surveillance and profiling, and risk assessment tools for criminal justice, among others.¹

¹ For a broader list, see the joint civil society letter on AI red lines at https://edri.org/our-work/civil-society-call-for-ai-red-lines-in-the-european-unions-artificial-intelligence-proposal/.
Indeed, it is only at the level of ‘further regulation’ that we believe a risk-based approach could be useful. The risk analysis would be conducted to determine the risk level of the AI system. Each risk level should then determine what additional safeguards must be taken to prevent or mitigate human rights risks before deploying the AI system. When these additional safeguards are defined, it is up to the developer and/or end-user of the AI system to implement them. Only once the safeguards are implemented through targeted measures can the AI system be deployed. Of note, this includes monitoring and maintenance responsibilities at various stages of the AI’s life cycle.

In parallel, mandatory human rights due diligence laws should be enacted, including binding Directors’ duties.[6][8] [9] As consistent with the UN Guiding Principles on Business and Human rights (UNGPs), all AI developers and end-users should conduct human rights due diligence. Company-specific human rights impact assessments can play an important role in carrying out this process. [10][11] Depending on the risk level that the AI system is assigned to, and the specific needs raised during the human rights due diligence process, AI developers and end-users should take appropriate measures to mitigate and prevent risk.

III. A tiered model is more appropriate than a “low vs high” approach for determining the human rights risks of AI.

The EU should reject an over-simplified low–high risk structure and consider a tier-based human rights risk approach. We propose a framework and criteria for determining the level of risk to human rights based on a tiered approach.[12](CAHAI para. 125)

We recommend that at least five levels be considered to determine the level of risk, from 1) low to 2) medium low, 3) medium, 4) medium high to 5) high. The level of risk to human rights should determine specific regulatory and governance measures that should be implemented before deploying the AI system. While merely illustrative and not exhaustive, we propose in section IV key criteria that should be considered when determining the risk level of each AI system. In any case, a tiered approach should be fluid, i.e., remain subject to continuous assessment and potential variations of levels depending on context and circumstances.

Beyond looking at individual criteria, it’s important to consider the process for conducting the risk assessment. While this is not the purpose of this analysis, we caution that who conducts the assessment and when this is done will highly influence the outcomes and legitimacy of the assessment. Future analysis should also carefully consider the following issues: first, how much weight is given to each factor? Second, on what scale/range of responses are criteria evaluated? This requires moving away from binary “yes/no” type responses and offering multiple options on a numerical or qualitative scale.

2 “When member States take measures to safeguard the listed principles, rights and requirements in the context of AI, a risk-based approach – complemented with a precautionary approach where needed – is recommended. Such approach acknowledges that not all AI systems pose an equally high level of risk, and that regulatory measures should take this into account.” (CAHAI para 125).

3 Example: For category A (product design), the motive could be counted as 1x, the intended user as 3x, and the matching threshold as 2x.

4 Example: For a question such as “would the use of an AI system lead to disparate impact?”, the available options would be “no; sometimes; often; never”.

---

2 When member States take measures to safeguard the listed principles, rights and requirements in the context of AI, a risk-based approach – complemented with a precautionary approach where needed – is recommended. Such approach acknowledges that not all AI systems pose an equally high level of risk, and that regulatory measures should take this into account.” (CAHAI para 125).

3 Example: For category A (product design), the motive could be counted as 1x, the intended user as 3x, and the matching threshold as 2x.

4 Example: For a question such as “would the use of an AI system lead to disparate impact?”, the available options would be “no; sometimes; often; never”.

---
the authority to evaluate each of the criteria, and who has access to the necessary data to make these evaluations? Fourth, on what scale/range should the final score be determined?

**IV. Risk levels should be based on product design, severity of impact, compliance mechanisms, causal link, and potential for remedy.**

We propose a criteria model for assessing the risk levels. Detailed examples of criteria or factors influencing the level of risk to human rights of an AI system are enclosed in Annex 1.

### 1. Product design

The AI system’s intricate features and design play a significant role in increasing or reducing human rights risks. For example, when data collection is widespread, when there are numerous end-users, or when the potential for misuse is high, the risk of adverse impacts increases. Conversely, where human control and oversight is strong, robust safeguards are put in place to prevent adversarial use of the product, or where the AI system is explainable for a wide audience, the risk of adverse impacts decreases. As many of the harms depend on the use of the AI system, the product developer can incorporate features to prevent misuse and abuse, thus lowering the system’s risk level.

---

5 Examples: Who determines the number of potentially impacted people? Who has access to match thresholds or datasets used for training?

6 Example: A 5-level risk base approach could consist of “low; medium-low; medium; medium-high; and high” levels.
2. Severity of impact on human rights, rule of law and democracy

Taking a rights-based approach implies that impact is considered on several domains: human rights, rule of law and democracy. As mentioned in the introduction, human rights impact assessments play a critical role in the overarching architecture of AI governance. This category doesn’t look at what rights are impacted, but at the severity of the impact. Overall, the level of risk is proportionate to factors such as the range of affected people, the stakes of a decision, or the severity of rule of law or democratic concern. Where multiple rights are simultaneously at risk, a necessity and proportionality test must be conducted for all.

3. Causal link of harm and attribution

Access to remedy can only be ensured if the causal link of harm can be properly determined, and the cause of harm can be attributed to specific actors. AI developers or deployers also have different remediation responsibilities depending on whether they cause, contribute to, or are linked to adverse human rights impacts by their operations, products, services, or business relationships.[13](UNGP 22) Yet the more the AI developer or deployer is removed from direct impact, the harder it is to prevent, mitigate and remedy harm. This in turn influences the level of risk that an AI system would have on human rights. Other critical factors that elevate the risk of adverse impacts include the potential for misuse of an AI system, or weak internal mechanisms to assign individual accountability.

4. Compliance mechanisms

Core to the human rights based approach is process. For AI systems, the more expansive and rigorous compliance mechanisms are, the lower the risk of adverse impacts is. Compliance mechanisms are internal processes and governance structures that enable AI developers and deployers to detect and prevent human rights risks.[14] Both AI developers and deployers should establish specific measures to reduce risk; the level and quality of implementation of such measures thus influence the risk level. Governance mechanisms include internal policies, risk management strategies, human rights due diligence programs, internal audits, testing and evaluation, and monitoring, among others. While the structure and scale of these mechanisms will depend on the size of the company, all companies regardless of their size should establish appropriate internal mechanisms.9

5. Potential for remedy

7 UNGP 22: “Where business enterprises identify that they have caused or contributed to adverse impacts, they should provide for or cooperate in their remediation through legitimate processes. UNGP 22 Commentary: “Where adverse impacts have occurred that the business enterprise has not caused or contributed to, but which are directly linked to its operations, products or services by a business relationship, the responsibility to respect human rights does not require that the enterprise itself provide for remediation, though it may take a role in doing so.”

8 For CAHAI’s understanding of compliance mechanisms, see CAHAI para. 157.

9 As noted by Human Rights Watch, “Concerns about whether smaller businesses would find the administrative costs of compliance with due diligence requirements onerous can be effectively addressed in the legislation. The UNGPs and the OECD MNE Guidelines state that though all businesses have a responsibility to respect and protect rights, their policies and practices should be commensurate with the size and nature of the human rights and environmental risks associated to their operations. A small, low-risk company would take less burdensome steps than a larger company or one with activities that are more likely to lead to human rights abuses and environmental destruction.” See “Q & A on the Proposal for an EU Legislation on Mandatory Human Rights and Environmental Due Diligence”, November 9 2020, <https://www.hrw.org/news/2020/11/09/q-proposal-eu-legislation-mandatory-human-rights-and-environmental-due-diligence#One>.
Liability and remedy are key components of ensuring human rights-based AI governance. They also have a significant impact on the overall risk level of an AI system. For example, if harm caused by an AI system is easily identifiable and reversible, the risk level will decrease. When AI systems are deployed in the context of effective and accessible grievance mechanisms – thus ensuring that people can get remedy for the harm caused by the AI system – the risk to human rights is also lower. When assessing the potential for remedy, it’s important to analyze local laws and policies: those that establish a framework for person liability and put the burden of proof on the AI developer or end-user (as opposed to the person who is the target of the AI system) enable a more rights-protective space for deploying the AI system.

V. **Stakeholder engagement and transparency/accountability are to be evaluated for each of the criteria.**

1. The risk assessment should evaluate stakeholder engagement.[15] When assessing each of the criteria outlined above (see also Annex 1), it’s important to consider whether 1) any individuals or groups from marginalized communities are disproportionately impacted and if so, how?[16](UNGP 1) and 2) did these individuals or groups participate in the decision-making or assessment process?[14](CAHAI para. 115)

2. The risk assessment should evaluate the overall transparency of an AI system as a means towards enabling algorithmic accountability.[17] For each of the criteria, the assessor should consider 1) how this information is documented and reported on internally (often referred to as documentation practices); and 2) how this information is shared externally. Meaningful transparency requires that all information be communicated to affected stakeholders in a way that is accessible and continuous, so that stakeholders can adequately evaluate any mitigation measure taken.[18](UNGP 21)

**ANNEX 1**

**Examples of criteria or factors influencing the level of risk to human rights of an AI system**

A) Product design

- Motive(s) for designing or using an AI system;
- Intended end-user(s) (e.g. consumer, public agency, corporation, etc.);
- Data collection processes (including issues around informed consent and opt-in vs opt-out default modes);[19](CAHAI para. 102)

---

10 “One simple and accessible approach to increasing transparency in ML lifecycles is through an improvement in both internal and external documentation norms. For an increasingly concerned public or auditing organization, externally distributed and thorough documentation on ML system components is essential to earning and maintaining trust, and minimizing the misuse of these systems. External documentation and reporting requirements can also provide teams with an argument for more resourcing to implement transparency processes. Internal documentation is also vital, serving to improve communication between collaborating teams. Internal documents also help build employee trust by outlining the nature of an individual or team’s contribution to an overall system, giving opportunity for ethical objections and a more meaningful understanding of the extent of their personal participation in the creation of an end product. Beyond the artifact itself, however, the process of documentation itself is inherently valuable towards the goal of transparency, prompting critical thinking about the ethical implications at every step in the ML lifecycle and encouraging the steps required to understand and report a complete picture on system capabilities, limitations, and risks.”
- System capabilities and functionalities (e.g. image and object recognition; text and speech analysis; risk assessment; content generation; process optimization and workflow automation)[19]( CAHAI para. 102)

- Match thresholds determination (false positives and false negatives);

- Level of human control and oversight (including the possibility to ‘disable the AI system or change its functionality’[20] and having a 'fallback plan'[21] (CAHAI para. 104);

- Level of automation (from AI systems that assist the decision-maker to those that make discretion-based judgments[22]);

- Efficacy and accuracy of intended use;

- End-user ability to customize the product in a way that increases risk of misuse or harm;[23]

- Protection against vulnerabilities that can be exploited for adversarial use;[23]

- Reliability and reproducibility;[21]

- Data quality[24](CAHAI para. 106) (including presence of personal or sensitive data, representativeness of data sets, quality and integrity, accuracy of data sets, control/ownership of data, gender-disaggregated analysis, structured vs unstructured data, data labeling etc.).

- Explainability, including for those that are subject to the system;

- Reporting on the details and functions of the AI system (functioning, optimization functioning, underlying logic, type of data used).

B) Severity of impact on human rights, rule of law and democracy

- Target(s) of the impact (e.g. people, environment, rule of law, democracy);

- Number of potentially affected people;

- Type of demographic groups affected (women and non-binary persons, racial or ethnic minorities, LGBTQ people, disabled persons, children, migrants, indigenous communities, lower socio-economic groups, etc.)

- Intensity of the impact (even if the number of potentially affected people is low);

- Accessibility of any positive or beneficial impacts to under-represented groups;

- Presence of elevated risk due to area/industry of high public scrutiny or litigation;[25][26]

- Presence of elevated risk due to geographic/geopolitical context;[27](UNGP 12)

- Sector where AI system is deployed (e.g. elevated risk if related to health, economic rights, social welfare, access and security);[28]

- Stakes of a decision (e.g. risk assessment tools for criminal justice are particularly high-stakes decisions, because they can lead to detention and thus impact people’s right to liberty.);
- Outcome of a necessity and proportionality test (e.g. if an AI system impacts the right to privacy for a public benefit cause, such as health concerns, to what extent is such privacy impact proportionate and necessary in relation to public health benefits?)

C) Causal link of harm and attribution
- Causal link (causing, contributing to, or being linked to adverse human rights impacts);
- Internal mechanisms determine risk of harm at different stages of an AI’s life-cycle (e.g. stages include design, development, promotion, deployment, sales, licensing and use);
- Risk of disparate impact (i.e. the risk that an AI system would reinforce existing discrimination);
- Evolution of the causality relationship between the deployment of an AI system and harm, in the short, medium and long-term. (As the AI system evolves over time (due to retraining, new data collection, engineering tweaks, debugging, etc.), how do its impacts evolve accordingly? This is especially important for reinforcement learning contexts and dynamic learning systems.[29] (CAHAI para. 158);
- Likelihood of misuse,[25] due to 1) user interests, motivations and incentives to use or misuse tech; 2) user’s technological know-how and capability (including access to computing power); and 3) local policy and laws that would make the use case more likely);
- Internal mechanisms to assign individual accountability for various steps in the design, development, maintenance, and improvement of the system, as well as designating a “principal actor”[30, p. 3];

D) Compliance mechanisms
- Existence of a clear legal or policy basis for the use of the AI system;
- Internal governance structures[31] (and risk management strategies[32]) of developers to evaluate the human rights impacts of an AI system, as part of broader human rights due diligence;[33][24, Guiding Principles 17; 18(b)]
- Internal governance structures[31] (and risk management strategies[32]) of developers to evaluate supply chains[34](UNGP 13) (e.g. responsible sourcing and data enrichment services, ”ghost work”,[35] content moderation,[36] etc.);
- Paper trail and documentation of datasets[37] and models[38][39];

---

11 UNGP 13: ”The responsibility to respect human rights requires that business enterprises: (a) Avoid causing or contributing to adverse human rights impacts through their own activities, and address such impacts when they occur; (b) Seek to prevent or mitigate adverse human rights impacts that are directly linked to their operations, products or services by their business relationships, even if they have not contributed to those impacts.” Commentary to UNGP 13: ”or the purpose of these Guiding Principles a business enterprise’s “activities” are understood to include both actions and omissions; and its “business relationships” are understood to include relationships with business partners, entities in its value chain, and any other non-State or State entity directly linked to its business operations, products or services.”
- Internal audits[26] [40] (CAHAI para. 169(3)) and a broad and detailed audit trail (including AI-generated decisions; changes/updates to the system, decision-maker; instances where the system was overridden; person(s) having access to the audit trail,[28] etc.);
- Testing and evaluation processes (e.g. sand box[41]);
- Certification and quality labelling;[42](CAHAI para. 169(2))
- Consultations between internal stakeholders (business development, legal, program management, engineering, policy and procurement teams, among others) and external stakeholders (civil society, academia, other companies, etc.);
- Existence and terms of a sunset clause;
- Systematic and continuous review of compliance mechanisms, including tracking and measuring progress,[31, UNGP 20] and periodic human rights impact assessments.[43]

E) Potential for remedy

- Likelihood that the adverse impacts resulting from an AI-driven decision or prediction are reversible;[28][26]
- Presence of an effective and accessible internal operational grievance mechanism;[26]
- Capacity to identify algorithmic-related or caused harm;[26]
- Access to algorithmic processes and decisions to provide evidence of harm;[44](CAHAI para. 44; 108)[13]
- Local laws and policies that clearly regulate personal liability, put the burden of proof on the AI developer, and promote access to remedy.
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12 Commentary to UNGP 18: Because human rights situations are dynamic, assessments of human rights impacts should be undertaken at regular intervals: prior to a new activity or relationship; prior to major decisions or changes in the operation (e.g. market entry, product launch, policy change, or wider changes to the business); in response to or anticipation of changes in the operating environment (e.g. rising social tensions); and periodically throughout the life of an activity or relationship.
13 CAHAI para 44. See also “types of decisions or situations subject to automated processing, criteria relevant to a decision, information on the data used, a description of the method of the data collection. A description of the system’s potential legal or other effects should be accessible for review/audit by independent bodies with necessary competences.” (CAHAI para 108).

OECD, “XXXX (Fran’s screenshot).”


N. Petit and J. D. Cooman, “Models of Law and Regulation for AI,” p. 31.


