The Hague, September 29, 2023

Subject: Global AI Governance – Input for the UN High-Level Advisory Body on AI

To the attention of the Office of the UN Tech Envoy:

ECNL is pleased to respond to the UN Tech Envoy’s call for papers on global AI governance and provide input as part of the creation of the UN the High-Level Advisory Body on AI. We outline herein key issues on global AI governance that the Advisory Body prioritize. The below recommendations and insights are based on ECNL’s 20 years of work in the area of enabling environment for civic space, participation and recently, digital rights, following substantial research and practical experience collaborating with civil society, AI developers and deployers, and policymakers around the world.

We look forward to engaging further with the UN Tech Envoy and the Advisory Body and are available to discuss or elaborate on any of the issues addressed in this paper. Please do not hesitate to contact us at vanja@ecnl.org (Vanja Skoric) or marlena@ecnl.org (Marlena Wisniak).

Best regards,
Vanja Skoric and Marlena Wisniak
I. A human rights-based approach aligned with the UN values

Policies, standards and regulation should be regulated for AI from a human rights-based approach. Framing AI solely from a risk-based approach that focuses solely on operational and business risks and those related to external factors such as security fails to adequately protect people and society, as well as undermines the meaningful implementation of the Sustainable Development Goals (SDGs). It has been generally accepted in the recent multilateral and multistakeholder discussions\(^1\) that AI systems do not operate in isolation. Moreover, a socio-technical approach that includes universally accepted rights and societal values is needed to detect and mitigate harms and risks. Technical and operational measures alone cannot resolve issues and tensions that are inherently social, political, or legal. Such measures must therefore be complemented by the universally accepted international human rights framework, based on the core UN covenants and SDGs.\(^2\)

We therefore urge the UN Tech Envoy and the Advisory Body to consider risks within a rights-based framework, i.e., risks to a broad range of human rights, including political, economic, and social and cultural rights, within future efforts to develop AI risk taxonomies and responses. In addition, these efforts must be aligned with the implementation of the SDGs.

---


To operationalise this rights-based framework within overall AI governance and management, we recommend that the Advisory Body includes mechanisms for detecting AI risks and harms in a way that is future-proof. AI developers, decision-makers and policymakers can make informed decisions that balance competing interests and contribute to the responsible, just, rights-based and sustainable development of AI by conducting a comprehensive, inclusive ex ante impact assessment and meaningfully including relevant stakeholders. Such an approach is increasingly recognized and standardised within ongoing regulatory and standard-setting efforts globally.³

Assessing the impact of AI systems on human rights should be conducted using the already established methods of human rights impact assessment, in line with the UN Guiding Principles on Business and Human rights (UNGPs) and broadly accepted human rights due diligence process. We recommend that the UN Tech Envoy and Advisory Body include human rights due diligence, and within those, human rights impact assessment, as a key component of Global AI Governance, as consistent with the UNGPs.

Where AI systems are fundamentally incompatible with human rights, the Advisory Body should call for UN Member States to ban, or at least set a moratorium, for the development or deployment thereof, in line with the ongoing requests by the UN special procedures and bodies.⁴

---

³ E.g., the U.S. National Institute of Standards and Technology (NIST) AI Risk Management Framework (2023); International Organization for Standardization ISO proposed ISO/IEC 42001 and 42005; Brazil draft Artificial Intelligence Bill; European Union AI Act; Council of Europe Convention on AI; US Blueprint for an AI Bill of Rights; Canada Algorithmic impact assessment directive; Costa Rica AI Law proposal.

II. Criteria for determining the risk level of AI systems through human rights impact assessment

A thorough, inclusive, and transparent human rights impact assessment (HRIA) must be the starting point for all subsequent regulatory actions or governance of any AI system. Although HRIAs are no silver bullet for addressing the risks of AI systems, they can contribute to AI accountability and transparency, reducing the potential future liability concerns as well as determining the AI risk level, if certain key conditions are met.

a) AI risk levels and appropriate actions

In ECNL’s research paper (2021), we outline key criteria for evaluating the risk level of AI systems from a human rights–based approach. We recommend determining a level of risk based on an assessment of the product design, the severity of the impact, any internal due diligence or compliance mechanisms, a causal link between the AI system and an adverse human rights impact, and the potential for remedy, among other factors. We note that stakeholder engagement and internal and external reporting are cross-cutting measures that should apply throughout the process.
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Depending on the risk of the AI system, and the specific needs raised during the HRIA process, AI developers and end-users should take appropriate measures to mitigate and prevent risk. These include:

1. **Ban.** AI systems that are inherently incompatible with human rights should be permanently banned.
2. **Moratorium.** AI systems that have severe impacts on actual and potential human rights should be temporarily paused. At the end of the moratorium period, a new HRIA should be conducted, and further actions re-evaluated.
3. **Regulation prior to deployment.** To prevent adverse impacts on human rights, all AI systems that do not fall into the ban or moratorium categories are subject to further appropriate levels of regulation prior to deployment, including tier-based risks assessments and iterative human rights due diligence.

b) **Meaningful human rights impact assessments for AI**

In a joint paper with Data & Society (2021), we outline 10 key components of meaningful HRIAs:

---

1. **Sources of Legitimacy**: Impact assessments need to be legitimized either through legislation or within a set of norms that are officially recognized and publicly valued. Human rights principles should be the root source of legitimacy for HRIAs, and made concrete through legislative mandates.

2. **Actors and Forum**: Impact assessments are rooted in establishing an accountability relationship between actors that design or deploy a system and a forum that can allocate responsibility for potential consequences of such systems and demand changes in their design, deployment, and operation. Forum should be empowered by law or similarly robust social, political, and economic norms.

3. **Catalyzing Event**: Points in the development and/or procurement process that trigger a requirement to conduct impact assessments. These can be mandated by law, or solicited voluntarily at any stage of a system’s development life cycle.

4. **Time Frame**: Once triggered, the time frame is the period often mandated through law or mutual agreement between actors and the forum within which an impact assessment must be conducted. Most impact assessments are performed ex ante, before developing a system, but they can also be done ex post as an investigation of what went wrong.

5. **Public Access**: Achieving genuine transparency and accountability requires the ability of the public to scrutinize and contest an impact assessment’s process and documentation. The broader the public access, the stronger is its potential to enact accountability.

6. **Public Consultation**: The conditions for solicitation of feedback should be from the broadest possible set of stakeholders in a system. Who constitutes this public and how they are consulted are critical questions for the success of an impact assessment.

7. **Methods**: These are standardized techniques of evaluating and foreseeing how a system would operate in the real-world. Most impact assessments have a roster of well-developed techniques that can be applied to foresee the potential consequences of deploying a system as impacts.

8. **Assessors**: Impact assessments are conducted by assessors. The independence of assessors from the actor as well as the forum is crucial to how an assessment process identifies impacts, how those impacts relate to
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tangible harms, and how it acts as an accountability mechanism that avoids, minimizes, or mitigates such harms.

9. **Impacts**: Impacts are proxies for the effects of the deployment of a system in the real world. They are what assessors document through their assessment methods, and are used to identify, measure, and ameliorate potential harms. When communicated to a forum, they enable the forum to mandate changes to the system being assessed, or to otherwise hold actors accountable.

10. **Harms and Redress**: Harms are lived experiences of the adverse consequences of a system’s deployment and operation in the real-world. Some of the harms can be anticipated through impact assessments as impacts, others cannot be foreseen. To secure justice, redress procedures must be developed to complement any anticipated harm to secure justice.

### III. Stakeholder engagement

Stakeholder engagement is a necessary and cross-cutting component of AI governance, development, and use. We understand stakeholder engagement as a collaborative processes where diverse stakeholders (both internal and external) have meaningful influence decision-making.

**We urge the UN Tech Envoy and the Advisory Body to prioritize and properly resource stakeholder engagement of civil society and affected communities, both in their own activities and in broader global AI governance, centering at-risk and marginalized groups.**

In the context of HRIAs of AI systems, stakeholder engagement is particularly effective: a) to understand potential problems or opportunities in which products or services using AI, machine learning or algorithm-based data analytics may potentially contribute to improvement, or where it might not; and b) to identify specific potential positive or adverse impacts, implications, benefits and harms of these products or services on people’s individual and collective human rights, especially marginalized and already vulnerable groups.

In ECNL’s tool framework for meaningful engagement (2023),⁷ we provide concrete recommendations for engaging internal and external stakeholders in AI

---


systems in a way that truly protects and promotes human rights. We find the three elements of meaningful engagement are the following:

1. **Shared Purpose**

   The engagement has purpose and desired outcomes beyond the self-interest of the convening body—encompassing the specific interests of those potentially affected or an overall public interest purpose.

2. **Trustworthy Process**

   Potential participants can see that the process is designed to be inclusive, open, fair and respectful and is delivered with integrity and competence. Where there are limitations or barriers to delivery or impact, the organisation is open and honest about these.

3. **Visible Impact**

   The involvement makes a significant contribution to decision-making, or makes changes to the governance of the organisation, product or service to align it with the public interest. The convenor is open about where trade-offs or competing priorities mean impacts may be different to participants’ aspirations.

In the framework, we explain why creating a shared purpose is important. We then provide evidence-based recommendations for understanding and addressing barriers and limitations, deciding when and who to engage, and choosing engagement methods. We also define minimum conditions for an engagement process to be considered trustworthy. These include inclusion, openness, fairness, respect, integrity, and competence. Finally, we unpack how AI developers and deployers can demonstrate the impact of engagement on product design and use.

### IV. Transparency measures

Meaningful transparency is needed to build public trust in the use of AI, empower policymakers, researchers, users and affected communities to scrutinize and enhance their engagement with AI developers and deployers. This requires centering the users and affected groups as the target audience and providing information about AI systems to them in an understandable way. The Advisory Board is well positioned to suggest global and harmonized metrics for algorithmic transparency.

We recommend that the Advisory Body provide guidelines to outline what specific information AI developers and deployers should report on. These guidelines can inform national regulation by Member States on transparency provisions of AI.
development and use, a prerequisite for AI accountability and rights-based global AI governance.

For instance, AI developers or deployers should report on datasets (including training datasets), performance and accuracy metrics, false positive and false negatives, human in the loop and human review, and access to remedy. A non-exhaustive list of more detailed information to report on can be found in a joint research paper with Access Now on risk assessments for the EU Digital Services Act (see part 22, algorithmic systems and design).\(^8\)

We note that AI consumer-facing products, such as AI-driven social media or education platforms, often require less technical information. The Advisory Board could for example establish a set of metrics for AI systems in the form of “nutrition labels,” which are user-friendly notices that can operationalize transparency goals at scale. A study on algorithmic amplification of social media platforms shows how nutrition labels could enable meaningful transparency and what metrics could apply.\(^9\)

Labels are no solution on their own to ensure transparency and accountability; many challenges related to business and profit maximization, implementation, operationalization, and digital literacy can severely limit their effectiveness and impact. Nonetheless, labels can be a helpful tool in the broader algorithmic transparency toolkit and are worth exploring further. Civil society and affected communities are key stakeholders in the design and content of the labels and are critical to ensuring that meaningful transparency is attained.
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